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About this guide

This guide describes how to prepare for, install, configure, and use the IBM® XIV®
Storage Replication Adapter.

Who should use this guide

This guide is intended for system administrators who are familiar with the
VMware vCenter, Site Recovery Manager, and vSphere platforms, and with the
IBM XIV Storage System.

Conventions used in this guide

These notices are used in this guide to highlight key information.

Note: These notices provide important tips, guidance, or advice.

Important: These notices provide information or advice that might help you avoid
inconvenient or difficult situations.

Attention: These notices indicate possible damage to programs, devices, or data.
An attention notice appears before the instruction or situation in which damage
can occur.

Related information and publications

You can find additional information and publications related to the IBM XIV
Storage Replication Adapter on the following information sources.

« [IBM Knowledge Center{ibm.com/support/knowledgecenter)

[[BM XIV Storage System on IBM Knowledge Center] (ibm.com/ support/
knowledgecenter /STJTAG)

+ [VMware vCenter Site Recovery Manager Documentation| (www.vmware.com/
support/pubs)

* [VMware Technical Resources| (www.vmware.com/technical-resources)

+ [VMware knowledgebase| (kb.vmware.com)

Getting information, help, and service

If you need help, service, technical assistance, or want more information about IBM
products, you can find various sources to assist you. You can view the following
websites to get information about IBM products and services and to find the latest
technical information and support.

. (ibm.com®)

+ [IBM Support Portal website| (www.ibm.com/storage/support)

« [IBM Directory of Worldwide Contacts website| (www.ibm.com/planetwide)

© Copyright IBM Corp. 2009, 2015 ix
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Ordering publications

The IBM Publications Center is a worldwide central repository for IBM product
publications and marketing material.

The [IBM Publications Center website| (www.ibm.com/ shop/publications/order/)
offers customized search functions to help you find the publications that you need.
Some publications are available for you to view or download at no charge. You can
also order publications. The publications center displays prices in your local
currency.

Sending your comments

X

Your feedback is important in helping to provide the most accurate and highest
quality information.

Procedure

To submit any comments about this guide or any other IBM Storage Host Software

documentation:

*+ Go to the fonline feedback form| (http:/ /pic.dhe.ibm.com/infocenter/strhosts/ic/
topic/com.ibm.help.strghosts.doc/icfeedback . htm). You can use this form to
enter and submit comments.

* You can send your comments by email to [starpubs@us.ibm.com| Be sure to
include the following information:

— Exact publication title and version

— Publication form number (for example: GC00-1111-22)

— Page, table, or illustration numbers that you are commenting on
— A detailed description of any information that should be changed

Note: When you send information to IBM, you grant IBM a nonexclusive right
to use or distribute the information in any way it believes appropriate without
incurring any obligation to you.
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Chapter 1. Introduction

The IBM XIV Storage Replication Adapter (SRA) is a software add-on that
integrates with the VMware vCenter Site Recovery Manager (SRM) platform and
enables site-to-site failovers together with IBM XIV storage systems.

The IBM XIV SRA extends the VMware vCenter Site Recovery Manager capabilities
by allowing it to employ the XIV replication and mirroring features for continuous
XIV storage availability at both the protected site and recovery site.

Using the IBM XIV SRA, VMware administrators can automate the failover of an
XIV system at the protected (primary) SRM site to an XIV system at a recovery
(secondary) SRM site. Immediately upon a failover, the ESX and ESXi servers at
the recovery SRM site start using the replicated datastores on the mirrored
volumes of the secondary XIV system.

When the primary site is back online, failback from the recovery site to the
primary site can be performed manually or automatically.

Concept diagram

The following figure illustrates how two XIV storage systems are integrated in a
typical VMware SRM disaster recovery solution. The IBM XIV SRA is used on the
VMware vCenter Site Recovery Manager server at both the protected and recovery
sites.

© Copyright IBM Corp. 2009, 2015 1
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Figure 1. XIV storage systems in a typical protection and recovery deployment

Volume mapping principles

2

At both the protected and recovery sites, the IBM XIV SRA aims to best achieve
the following configuration goals on the XIV storage system, if possible:

* Keep the volume LUN numbers upon failover, and reuse the same ones upon

failback.

* Map volumes with the same LUN IDs across all the specific ESXi hosts that are

requested for the failover.

* In more scenarios, map volumes to a cluster that contains all the specific ESXi

hosts that are requested for the failover, rather than mapping to individual hosts.

Note: The above configuration goals are attained on a best-effort basis, depending

on the specific configuration scenario at the protected and recovery sites.

IBM XIV Storage Replication Adapter




The following figure illustrates the volume mapping principles (attained on a
best-effort basis):

Protected Site

Recovery Site
IBM XIV IBM XIV
Storage Storage
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Inside the IBM XIV Storage System Inside the IBM XIV Storage System

Figure 2. Best-effort XIV volume mapping principles

For in-depth understanding of how the different IBM XIV SRA operations are
carried out, see [“Initiating XIV SRA operations” on page 28|

Compatibility and requirements

For the complete and up-to-date information about the compatibility and

requirements of the IBM XIV Storage Replication Adapter, refer to the latest release
notes.

You can find the latest release notes on the [[BM Storage Host Software Solutions|
[[nformation Center{ (publib.boulder.ibm.com/infocenter/strhosts/ic).

Note: Refer to the relevant VMware documentation for information about how to
install the compatible versions of vCenter Server and vSphere Client. You should
also refer to the latest installation and configuration instructions for ESXi servers.

Important: To learn about the requirements for using VMware vCenter Site
Recovery Manager (SRM) at your sites, refer to the Administration Guide that was
issued for the SRM version that you are using. The guide is available at the
[VMware vCenter Site Recovery Manager Documentation website]
(www.vmware.com/support/pubs/srm_pubs.html).
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Before you proceed

Before you proceed to the Preparation chapter, you must have access to a
workstation on which your preferred XIV storage management software is locally
installed or accessible via a remote connection.

You can manage the IBM XIV Storage System by using the XIV graphical user
interface (GUI) or XIV command-line interface (XCLI).

For additional assistance and more information about how to obtain, install, and
use the IBM XIV Storage System management software, refer to the [[BM XI
[Storage System Information Center] (publib.boulder.ibm.com /infocenter/ibmxiv/
r2).
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Chapter 2. Preparation

Preparation is required depending on your specific site configuration.

Prior to installing and using the IBM XIV Storage Replication Adapter (SRA), the
following verification tasks are required:

* [Verifying the XIV mirroring configuration|
* |Verifying the VMware vCenter SRM installation|

To learn about how to prepare your sites from scratch, refer to
[site-to-site mirroring from scratch” on page 7.

Verifying the XIV mirroring configuration

All XIV systems, volumes, and ESXi hosts at both the protected (primary) and
recovery (secondary) sites must be properly connected to their remote counterparts
and configured for site mirroring.

Prior to installing and using the IBM XIV SRA, make sure that:

* Your local XIV system at the protected site has mirroring connectivity with the
target XIV system at the recovery site.

* The name of each XIV system is unique in both the protected and recovery sites.

* The Target Name of any target XIV system (remote mirrored system; see
example in Figure 3) is identical to the predefined System Name of that same
remote XIV system (see example in [Figure 4 on page 6).

Define Target X

Target Type: * | Mirroring -
Target Hame: % b
Target Protocol: *rc -

P

Figure 3. Define Target dialog box — Target Name is "XESTO01"

© Copyright IBM Corp. 2009, 2015 5
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Setting up site-to-site mirroring from scratch

This section covers the specific scenario when no previous setup for mirroring has

been preformed at your sites.

The specific scenario of setting up mirroring from scratch includes the following
configuration stages:

+ [“Stage 1: Establish XIV mirroring connection” on page §|

[“Stage 2: Create a storage pool for the protected volumes” on page 10|

* |“Stage 3: Create a storage pool for the recovery volumes” on page 11|

[‘Stage 4: Create protected volumes” on page 11|

[“Stage 5: Create recovery volumes” on page 12|

[‘Stage 6: Map protected volumes to protected ESXi hosts” on page 12|

[“Stage 7: Define recovery ESXi hosts” on page 13

* [“Stage 8: Define mirroring for volumes” on page 15|

[‘Stage 9: Define consistency groups (optional)” on page 16|
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8

Note:

* If your sites are already partially configured for mirroring, perform only the
stages or steps that are relevant to your specific case.

* The following sections provide setup examples from version 3.0.x of the XIV
GUL If you are using an older or a newer XIV GUI version, refer to its online
help or documentation.

Stage 1: Establish XIV mirroring connection

Your first task is to determine which of your XIV systems should be used as the
protected (primary) system, and which should be used as the recovery (secondary)
system.

About this task

Complete the following procedure to define a mirroring connection with the
secondary XIV system.

Important: The target XIV system at the remote site must already be up and
running, as well as added to the XIV GUI before you can set the mirroring
connection to it. In addition, all iSCSI or FC connections to the remote XIV system
must be operational as well. Confirm with your storage administrator that the
remote XIV system is ready for establishing the mirroring connection.

Procedure
1. On the XIV management GUI, go to Remote > Mirroring Connectivity

2. Right-click the XIV system that you want to use as the primary system, and
then click Create Target. The Define Target dialog box appears.

| Define Target

Target Type: * | Mirroring E
Target Name: # v
Target Protocol: *[Fc -]

" Define

Figure 6. XIV Management GUI — Define Target dialog box

3. From the Target Name drop-down list, select the name of the XIV system that
should be used as the target system.

4. From the Target Protocol drop-down list, select the connection type (FC or
iSCSI) to the selected target system.

5. Click Define. The interface panels of the two XIV systems are displayed.

IBM XIV Storage Replication Adapter



6. Click Show Auto Detected Connections, located above the two interface
panels.

Show Auto Detected Connections

Figure 7. Show Auto Detected Connections button

The auto-detected physical connections (iSCSI or FC) between the two XIV
systems are displayed graphically as green arrow lines between the interface
connections of both XIV systems.

Important: Fibre Channel (FC) connections can be auto-detected only through
proper FC zoning. Confirm with your storage administrator that FC zoning has
been properly set in advance.

mXIV Storage Management =18 5[
File | view | Tools | Help %y | &4 | itso
All Systems (View By My Groups) > 1150 - (ETEGIIEEE) > Mirror Connectivity To XIV XIV-02-1310114 System Time: 10:23am O,
o
’ ©

[ xiv 1310133 XAV XIV-02-13...

2

FC Port: 4 (Module: 8)
L‘! VWWPN: 5001738027950183
@ Status: OK (Online) M
gg Module 6
E -

l ’ FC Port: 4 (Module: 6)

n [ WWPN: 5001738027820163

t' Status: OK {Online)

Module 5
Bl

B
Module 4

2
mmmm 8 mmomm 8 nmm 8 mmmm 8 Mmoo 8 Mmoo
nmom @ mmmm 2 Ellomm 2 mmmm 2 Mmmm 2 mmmm

(ooes e Total )

Figure 8. XIV Management GUI — Detected connections

7. Click Approve to use the graphically displayed connections.

Approve

® v «

Figure 9. XIV Management GUI — Approve button

Note: You can also define new connections manually by clicking a port on the
primary system and then by dragging a blue arrowed line to the corresponding
port on the target system (see [Figure 10 on page 10). Placing the arrow head on the
target port initiates the connection.
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File | View | Tools | Help  #y 4 | itso
All Systems (View By My Groups) > ITSO > XIV 1310133 > Mirror Connectivity To XIV XIV-02-1310114 System Time: 11:1Tam &,
2
’ ©

[ XIv 1310133 XIV XIV-02-13...

7

Module 9

g [s5)

L1 f
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=

“! £l

e Module 7 od)
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Bl

E:
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g
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=
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Bl
g
El
‘ [ ivity partially configured - Missing ivity from system XIV 1310133 to system XIV XIV-02-1310114. Mirrors cannot be created

4B661 GB (48%) 0

%

Figure 10. XIV Management GUI — Detected connections

8. Right-click the arrowed line of a connection that you want to enable, and then
click Activate on the pop-up menu.

Module 8 Module §
& 2
El
El
El
Module T Module T
El
El
El
Delete Hl
Module 6 = -
Activate B
Deactivate O

El
H
H

. XIV Management GUI — Connection pop-up menu

Important:

* Make sure that a bi-directional connection is established with the target XIV
system.

* If you are using the XIV CLI (XCLI), establish a bi-directional connection
manually. For more information, refer to the XCLI documentation.

Stage 2: Create a storage pool for the protected volumes

In this preparation stage you create a storage pool for the protected volumes.
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About this task

After the mirroring between the XIV systems is set, create a storage pool for the
protected volumes on the Primary XIV system.

Procedure

1. On the XIV management GUI, focus on the primary XIV system, and then click
Pools > Storage Pools.

2. Click Add Pool and then define the pool size and name in the Add Pool dialog

box.
" Add Pool
XIV hostdev3a
@ @ Reqular Ponl F) @ Thin Ponl
- ool Size: 3,303 6B
System Allocated | 1 | System
Pools 51% ; et Free: 25% |
6,849 GB | | 3,303 GB
-— -k
Pool Size: 3303 GB
Snapshots Size: 344 GB
Pool Name: * producti0n|

Figure 12. XIV Management GUI — Add Pool dialog box

3. Click Add. The storage pool is created.

Stage 3: Create a storage pool for the recovery volumes

In this preparation stage you create a storage pool for the recovery volumes.

Procedure

Complete the pool creation procedure (see [“Stage 2: Create a storage pool for the]
[protected volumes” on page 10) at the recovery (secondary) site as well. When you
do so, you may want to give an identical name to the storage pool at the recovery
site.

Stage 4: Create protected volumes

In this preparation stage you create protected volumes.
About this task
After the storage pool is created, create the protected volumes on it.

Procedure

1. On the XIV management GUI, focus on the primary XIV system, and then click
Pools > Volumes by Pools.

Chapter 2. Preparation 11



2. Click Add Volumes. The Create Volumes dialog box is displayed.

3. From the Select Pool drop-down list, select the pool you created in the
previous stage, and then define the number of volumes, as well as the size of
volumes that you want to create in this pool.

Important: The size of the volume must be 17 GB or more.

.
Create Volumes

Select Pool | production -

— Wolume: 208 GB —

206 B Allocated

Number of Volumes: |1

Volume Size: 206 GB -

*

prad_vol_1

Volume Name:

Figure 13. XIV Management GUI — Create Volumes dialog box

4. Click Create.

Stage 5: Create recovery volumes

In this preparation stage you create recovery volumes.

Procedure

n page 11)) at the recovery (secondary) site as well. When you do so, keep in
mind:

Complete the volume creation procedure (see: [‘Stage 4: Create protected volumes”|
ﬁ

* You might want to give identical names to the volumes at the recovery site.

* The volumes at the recovery site must have the same size as the volumes at the
protected site.

Stage 6: Map protected volumes to protected ESXi hosts

In this preparation stage you map protected volumes to protected ESXi hosts.
About this task

After you have created protected volumes, map the volumes to the primary ESXi
hosts that are to be protected by SRM, and then rescan these hosts.

12 IBM X1V Storage Replication Adapter



Procedure

1. On the XIV management GUI, focus on the primary XIV system, and then go
to Hosts and Clusters > Volumes by Hosts. The ESXi hosts that are already
mapped to the XIV system are displayed.

2. Double-click a host to which you want to map volumes. The list of currently
mapped volumes (mapped to the host) is displayed on the right.

3. From the XIV volumes list on the left, select the volume or volumes that you
want to map to the host, and then click Map.

B XI¥ Storage Management M=l B3
File | view | Tools | Help ¢y &) 2 Disable mapped volumes T Show mapped LUNs only admin
All Systems (View By My Groups) LUN Mapping for Host SRA-envA-siteA 162.239 System Time: 04:33 pm G,
e e SEeGy I e ez (5 | v

lihi-gen3-1 70 | = 0 -

avihut-msecs-dev3-vol_10 170 1  sra-envA-async-CG-p1 17 1397

hak1.7_rhel43_07 1.0 2 sra-envA-async-CG-p2 11 1204

hak1.7_rhel43_10 1.0 3 prod_vol_1 206 1807
hak1.7_rhel4.8_12 7.0 4
avihut-mscs-dev3-vol_08 7.0 5
“. hak1.7_rheld.8_14 17.0 6
shay_v33 17.0 7
"! hak1.7_rhei43_03 170 3
& uVol_mses3_11_2 170 ]
shay_v 17.0 10
t hak1.7_rheld.3_05 17.0 1"
ran_mirror_2 17.0 12
H'D Prov_10 170 4 Unmap 13
assafl_02 340 14
I ’ assafl_04 340 15
O hak1.7_rhel1.8_16 17.0 16
i hak1.7_rheld.3_13 170 17
*Prov_1T 17.0 13
*Prov_13 17.0 19
il-bc08-b02-BFS-rhel56_64bit 7.0 20
assafl_07 340 21
wProv_01 170 22
*Prov_11 17.0 3]
assafl_09 340 2
xProv_03 17.0 2

[ Hard: 7038 0f 13456 GB (52%) _ #) M_LH_)D o & FdiRedmdney __J
= = - kil

Figure 14. XIV Management GUI — LUN Mapping for Host panel

4. Click Back to go back to the main GUI window, and verify that the volumes

are mapped.

Qo | K

Figure 15. Back button

Stage 7: Define recovery ESXi hosts

In this preparation stage you define recovery ESXi hosts.

About this task

After mapping the protected volumes to the protected ESXi hosts, you can start
defining your recovery (secondary) ESXi hosts as XIV hosts at the recovery site.

Important: The recovery ESXi hosts should be connected over iSCSI or FC to the
recovery XIV system. For FC, proper zoning must be predefined.
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Procedure

1. On the XIV management GUI, focus on the secondary XIV system (at the
recovery site), and then go to Hosts and Clusters > Hosts and Clusters.

2. Click Add Host. The Add Host dialog box appears.

Add Host X
Name: * lasu2
Cluster Mone -
Type "defautt |
CHAP Name:

CHAP Secret:

Figure 16. XIV Management GUI — Add Host dialog box

3. Enter the name and details of the recovery host, and then click Add. The host
is added to the list of hosts.

4. On the list of hosts, right-click the name of the host you have added, and then
click Add Port.

5. Enter the communication port details, and then click Add.

Add Port ¥
Host Name: esN2
Port Type: FC -
Port Name: * 100000000 9564260 d

Figure 17. XIV Management GUI — Add Port dialog box

Note: Step El repeats for multipathed Fibre Channel (FC) connections.

6. Repeat steps IZl for each recovery host at the recovery site.

Note: The procedure above is for a single host. If some hosts are part of a cluster,
go to Hosts and Clusters > Hosts and Clusters, hold down the SHIFT key and
select these hosts. Then, right-click the selection and click Create a Cluster with
Selected Hosts on the pop-up menu.

14 1BM X1V Storage Replication Adapter



Stage 8: Define mirroring for volumes
In this preparation stage you define mirroring for volumes.

About this task

After the recovery hosts are defined as XIV hosts at the recovery site, you can start
defining the volume mirroring. The mirroring direction is from the protected site to
the recovery site, and can be either synchronous (Sync) or asynchronous (Async). If
you choose asynchronous mirroring, set the required Recovery Point Objective
(RPO).

Procedure
1. On the XIV management GU]I, focus on the primary XIV system, and the go to
Pools > Volumes by Pools. The list of available storage pools is displayed.

2. Select the storage pool on which protected volumes exist, and then open the
volume tree of that pool.

OlC Name - ize (GB Used (GB ansistency Group reated
@ TLIB_AUTO_POOI 50% ) 34.0 GB Hard
@ poolt (0% ) 79,071.0 GB Hard
L voi2 17 6B 0GB
§ von 1768 0GB
@ MILANAZ 0% ) 25,674.0 GB Hard
@ MILANA1 0% ) 17.0 GB Hard
@ javierpool (0% ) 21,802.0 GB Hard
@ Flash_vol_test (0% ) 2,013.0 GB Hard

Figure 18. XIV Management GUI — Volumes of a storage pool

3. Double-click a volume to be mirrored, and then click Create Mirror. The Create
Mirror dialog box appears.
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Create Mirror
Sync Type: :.-'-‘-.S':.-'nl: --:
Master CG /Volume prod_vol_1 -
Target System: ¥ hostdev3d -
Create Slave: v
Slave Pool: veplugin_ -
Slave CG / Volume: * prod_val_1
RPO (HH:MM:S55): 00:00:30
Schedule Management: HIV Internal -
Offline Init:

e

Figure 19. XIV Management GUI — Create Mirror dialog box — for a volume

4. Select the mirroring type (Sync or Async) and enter the relevant mirroring
details.

5. Click Create. The mirroring is set for the volume.

6. Repeat steps — for every volume that requires mirroring.

7. Go to Remote > Mirroring Connectivity, right-click a newly created volume
mirror and then click Activate. Repeat this action for all mirrored volumes.

Important: Make sure that the volume mirroring connection is activated for each
mirrored volume.

Stage 9: Define consistency groups (optional)

If your volumes require replication in consistency with each other (for example,
when a datastore consists of more than one volume), create a consistency group for
these volumes.

About this task

Create one consistency group for the primary XIV system, and one for the
secondary XIV system.

Procedure

1. On the XIV management GUI, focus on the primary XIV system, and the go to
Volumes > Consistency Groups. The list displays all existing consistency
groups and a group of unassigned volumes.
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S Name Size (GB) Master Pool Created

== -
EE' Unassigned Volumes -

vol2 17.0 pooll

vell 17.0 pooll

vol-843602-0003 17.0 TLIB_AUTO_POOL

vol-843794-0003 17.0 TLIB_AUTO_POOL

javier_10 17.0 javierpool

Jjavier_09 17.0 javierpool

javier_08 17.0 javierpool

Jjavier_o7 17.0 javierpool

javier_06 17.0 javierpool I~

Javier_05 17.0 javierpool

javier_04 17.0 javierpool

Javier_03 17.0 javierpool

javier_02 17.0 javierpool

javier_01 17.0 javierpool

Figure 20. XIV Management GUI — List of unassigned volumes

2. Click Create Consistency Group. The Create Consistency Group dialog box
appears.

3. Enter the consistency group's name and select the storage pool on which it
should be created. Then, click Create.
The Create Mirror dialog box appears.

Create Consistency Group ¥

*

Consistency Group Name: :Prud_CG|

Select Pool: production -

Figure 21. XIV Management GUI — Create Consistency Group dialog box

4. Define mirroring for the consistency group (CG) you have created. The
mirroring should be of the same type and characteristics of the mirrored
volumes that you intend to add to the group. Then, click Create.
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Create Mirror

Sync Type: Async -
Master CG / Volume Prod_CG -
Target System: ¥ hostdev3d -

Create Slave:

Slave Pool: ~
Slave CG / Volume: e :DR_CG -i
RPO (HH:MM:S55): 00:00:30

Schedule Management: HY Internal -
Offline Init:

Figure 22. XIV Management GUI — Create Mirror dialog box — for a CG

5. Go to Remote > Mirroring and add the relevant mirrored volumes to the
consistency group.
The mirrored volumes are now part of the mirrored consistency group.

Add Mirrored Volume to Consistency Group

Select Mirrored Consistency Group

i 1

Prod_CG hd
—— ST
OK Cancel

Figure 23. XIV Management GUI — Add Mirrored Volumes to CG dialog box
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EXIU Storage Management !E ﬂ

|' File | view | Tools | Help | () | o W | =

I admin

All Systems (View By My Groups) > (EITTIISEl > Mirroring

System Time: 04:59 pm G,

) Name
Mirrored Volumes
Prod_CG

prod_vol_1
sra-envA-async-CG
SRA_ASYNC_CG
SRA_CG

o mhgd

@aaaa

RPO

00:00:30
00:00:30
00:00:30
00:00:30

taeag

Status Remote Volume' [ Remote System

T T XV hostdexda
@O0 ) el XV hostaexda
ESS)  sremvAasme.. XV

@SS )  SPAASYICCG XN hostdedd
G ) A G XV hostaexda

Figure 24. XIV Management GUI — Mirrored volumes in a consistency group
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Chapter 3. Installation

After the required preparation has been performed, you can start the IBM XIV SRA
installation.

This chapter describes:
* [“Running the IBM XIV SRA installation wizard”|
* [“Verifying the SRA installation” on page 23|

+ [“Removing the SRA software” on page 24|

Running the IBM XIV SRA installation wizard

This section describes how to run the IBM XIV Storage Replication Adapter
installation wizard.

About this task

Complete the following procedure on the VMware vCenter SRM server to install
the IBM XIV SRA.

Note: You can upgrade from version 2.1.0, 2.1.1, or 2.1.1.1 to version 2.2.0 by
performing this installation procedure, without having to uninstall the existing
version.

Procedure
1. Run the installation package file: .
IBM_XIV_Storage Replication_Adapter-2.2.0-build-x64.exe

2. From the language selection dialog box, select the language that you want to
use in the installation wizard, and then click OK.

IBM XI¥ Storage Replication Adapter - Installshield Wizard |

Select the language for the inztallation from the choices below.

English [United States)

ok I Cancel

Figure 25. Language selection dialog box

The installation wizard of IBM XIV Storage Replication Adapter starts.
3. Click Next. The License Agreement panel is displayed.

4. Read the IBM License Agreement and then select I accept the terms in the
license agreement.

5. Click Next. The Ready to Install the Program panel is displayed.
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i'é'a IBM XI¥ Storage Replication Adapter - Installshield Wizard

Ready to Install the Program

The wizard is ready ko beqin installation,

Click Install ko begin the installakion.

IF wau wank ta review or change any of your installation setkings, click Back, Click Cancel ko
exit the wizard,

IrstallShield

< Back

Figure 26. Ready to Install the Program panel

6. Click Install to begin the installation.

Note: The IBM XIV SRA files are installed in the SRM installation directory
(default: C:\Program Files\VMware\VMware vCenter Site Recovery Manager), under
the subfolder: \storage\sra\IBM XIV

After the installation is complete, the Completed panel is displayed.

7. If you want to display the user guide or release notes for the installed version,
keep the appropriate check box selected. Otherwise, clear the check box of the
document that you do not want to display. Then, click Finish.
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i-‘:!' IBM XI¥ Storage Replication Adapter - Installshield Wizard

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed IBM KTV
Storage Replication Adapker. Click Finish to exit the wizard,

¥ Launch User Guide ia

¥ Launch Release Maotes

= Back

Zancel |

Figure 27. User Guide and Release Notes® check boxes selected

Verifying the SRA installation
After the installation, you can verify that the IBM XIV SRA is properly installed.

Procedure
1. On the vSphere client application, go to Site Recovery > Array Managers.
2. Click the top hierarchy of a listed array, and then click the SRAs tab.

Array Managers

Site Recovery for 9.151.162.88 {Local)

Mame | Status | e
| ¥ @ Site Recovery for 9.151.162.88 {Local) | -
3 hostdevze How do T download an approved Storage Replication Adapter (SRAY7 =2 Rescan SRAs
3 hostdev3a
3 hostdevad IBM XI¥ SRA
v @ Site Recovery for 9,151,161,233 SRA: TEM %IV SR
31 hostdev21a Seatus: oK
a hostdsise Version: 220
@ hostdead Wendor: IBM, Corp.
Install location: CifProgram Files f¥Mware/viware wCenter Site Recovery Manager/storage/sra/IBM XIv
Yendor URL: hitkp: {fpublib.boulder ibm. com/infocenter fibmaivr2findex . jsp?topic=/com.ibm. help . xiv.doc/xiv_pubsrelatedinfoic,html
Supported array madels: IBM, Corp., IBM XIV 2810
Supported software: IBM %IV Remote Mirroring 10,2
IBM RIV Remote Mirroring 11.0

Figure 28. Array Managers — SRAs tab

3. Click Rescan SRAs and then verify that the correct IBM XIV SRA version
details are displayed.
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Removing the SRA software

If you want to remove the IBM XIV SRA from the SRM server, perform the
Windows Server software removal procedure.

Procedure

1. From the Control Panel, click Programs > Programs and Features, and select
IBM XIV Storage Replication Adapter from the list of installed programs.

2. Click Uninstall. The uninstallation wizard guides you through the
uninstallation steps.
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Chapter 4. Usage

This chapter describes the usage of the IBM XIV SRA together with VMware SRM
for performing dependable Disaster Recovery Planning (DRP) and protecting
VMware sites that utilize XIV storage resources.

This includes:

* [“Adding an XIV storage system as an Array Manager”|
* |“Initiating XIV SRA operations” on page 28|
* [“Snapshot creation principles” on page 31|

Adding an XIV storage system as an Array Manager

After the IBM XIV SRA is installed, you can start adding IBM XIV storage systems

(referred to as array managers) to your protected and recovery sites, as described in
the following procedure.

Procedure

1. On the Array Managers panel, right-click the name of the site to which you
want to add an XIV system, and then click Add Array Manager.
The SRM Add Arrays wizard appears.

@ SRA-20-SITE1-VCENTER - vSphere Client
File Edit View Inventory Administration Plug-ins Help

E 'Eﬁ Home P &3 Solutions and Appications P B2 Site Recovery P

B8 Add Array Manager

Array Managers

Mame | TS
Site Recovery for 9,151, f=o—aatfl=—=n

- F E] mjsiztje1..r2r1’:cr & Add Array Manager
& hostdev3a
& hostdev3d

v [ site Recovery for 9.151.161.233

& hostdev21a
& hostdev3a
& hostdev3d

Figure 29. Add Array Manager
2. In Display Name, type a name for the XIV system (array manager), and select

IBM XIV SRA from the SRA Type drop down list (if not already selected). Then,
click Next.
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{4}) Add Array Manager - Site Recovery for 9.151.162.88 &

Array Manager Information

Specify a display name and an installed SRA for this array manager.

Display Name: |a°\rra\,-r 1

SRA Type: |1BM XV SRA ~|

Help | = Back | Next = | Cancel

Figure 30. Add Array Manager — Array Manager Information

The XIV System panel is displayed (see [Figure 31 on page 27).

3. Enter the following connection parameters for the XIV system that you want to

add:

* First Management IP Address / Hostname — Primary IP address or hostname
of the XIV system that you want to add.

* Second Management IP Address / Hostname — Alternative IP address or
hostname of the XIV system that you want to add.

* Third Management IP Address / Hostname — Another alternative IP address
or hostname of the XIV system that you want to add.

Important:

* You must fill in all three text fields.

* If you have only two addresses, you can use the primary address in the First
text field, and use the second address in the Second and Third text fields.

* If you have only one address, enter it in all three text fields.

* Username — User name for accessing the specified XIV system.
* Password — Password for accessing the specified XIV system.

Important: You must use login credentials of a storage administrator.

IBM XIV Storage Replication Adapter



EJ Add Array Manager - Site Recovery for 9.151.162.88 &J

IBM XIV SRA

XIV System

XIV system connection parameters

First Management IP Address / |array1.><iv.com

RcEtiames Enter the first management IP Address / Hostname

Second Management IP Address / |array1.xiv.c0m

Hosie: Enter the second management IP Address / Hostname
Third Management IP Address / |array1.xiv.c0m
Hoshuairic: Enter the third management IP Address / Hostname
Username: |admin

Enter username for XIV system
Pasmrd: |XXXXXXXXX

Enter password for XIV system

Help | = Back | MNext = | Cancel

Figure 31. Add Array Manager — Array Manager Information

4. Click Next. If the connection to the XIV system is successful, a message about
the connection success is displayed and you can click Finish to exit the wizard.
If the connection is not successful, click Back and check the XIV connection
parameters.
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@ Add Array Manager - Site Recovery for 9.151.162.88 ﬁ

Add Array Manager

¥ Success

Wrray manager added successfully. -

Help | = Back | Finish | Cancel

Figure 32. Add Array Manager — Success

Initiating XIV SRA operations

The IBM XIV SRA supports different VMware vCenter SRM operations, as detailed
in the following table.

Table 1. IBM X1V SRA operation types

Operation type Description or reference

Add XIV storage arrays See[“Adding an XIV storage system as an Array]|
[Manager” on page 25|

Refresh XIV volume information |See [Figure 35 on page 31|
(display updated information)

Create protection groups and See [Figure 34 on page 30}
recovery plans for XIV volumes
and datastores that utilize these
volumes.
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Table 1. IBM XIV SRA operation types (continued)

Operation type

Description or reference

Test (failover test)

Test the storage replication configuration by creating
snapshots at the recovery site and then mapping these
snapshots, in the following manner:

* In case of synchronous mirroring, the snapshots are
created at the recovery site and are mapped to the
ESXi host or hosts.

* In case of asynchronous mirroring, the last
replicated snapshot is duplicated at the recovery site
and then mapped to the ESXi host or hosts.

¢ At the end of the failover test workflow, these
temporary snapshots are unmapped and deleted.

Cleanup

Delete existing snapshots after the Test operation. Only
the snapshots that were created by the IBM XIV SRA
are deleted.

Recovery (failover)

Switch the operation to the recovery site in case of a
planned migration or an unplanned disaster (when the
protected site is unavailable), in the following manner:

1. At the recovery site, the XIV SRA creates snapshots
of the volumes as backup. If the recovery is part of
a planned migration (as opposed to unplanned
disaster), the protected site volumes are first locked
to read-only state.

2. The XIV SRA promotes the recovery site volumes to
Master volumes (role).

3. The XIV SRA maps these volumes to the ESXi host
or hosts.

Reprotect

Reverse the replication direction and mirroring from
failed-over devices to the primary protected devices, in
the following manner:

1. The XIV SRA creates a fail-safe snapshot of the
previously protected volumes.

2. The XIV SRA unmaps the volumes at the original
protected site and sets these volumes as the mirror
targets.

3. The XIV SRA changes the role of the previously
protected volumes to Slave volumes (role).

4. The XIV SRA activates the mirroring and restores
the replication between the two sites.

Note: Depending on the XIV mirroring type:

* If the mirroring is asynchronous, the IBM XIV SRA starts the synchronization job
before the initiation of the Test, Recovery, and Reprotect operations.

* If the mirror is synchronous, the IBM XIV SRA only verifies that the mirroring
state is indeed synchronized before initiating the Test, Recovery, and Reprotect

operations.
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Tip:
 To better visualize the Test, Recovery, and Reprotect operations, see
[diagram” on page 1)

* For more information about the snapshot aspects of Test, Recovery, and
Reprotect, see [“Snapshot creation principles” on page 31|

The following figures show the typical contents of the following tabs, which are
available when a specific XIV system is selected on the SRM Array Managers
panel:

* Summary - Displays general details regarding the selected XIV system and its
interoperability with the IBM XIV SRA

* Array Pairs — Displays the details of XIV systems that are paired with the
selected XIV system. You can enable or disable the pairing as needed.

* Devices — Displays the details of mirrored volumes that are defined on the
selected XIV system, including information regarding the mirroring direction,
remote volume, related datastore, protection group and consistency group.

Array Managers hostdev21a

Mame | Skatus |
v @ Site Recaovery For 9.151,162.88 (Local)

3 hostdevac

Summary Commands
3 hostdev3a
3 hostdevad Marne: hostdevz1a Edit Array Manager
v @ Site Recovery For 9.151.161.233 SRA: IBM KIV SR&
| i3 hostdev21a Wersion: 2,11
3 hostdev3a Address: hostdewvz1a,xiv.ibm. com
3 hostdevad Fing Sent: 21-Mow-11 411553 PM
Fing Result: Success
Discovered Array Pairs: Enabled 1, Disabled 0

Figure 33. Array Managers — XIV system — Summary tab

Array Managers hostdev3d

Hame [Status | [REVITT array Fairs
v [ Site Recowery for 9,151,162,66 (Local)
{3 hostdevze w3 Refresh
£ hostdevaa
[ 3 hostdevad | | piscovered Array Pairs - hostdevad |
v [ Ste Recovery For 9.151.161.233 After an array manager has been added For each site, dick Enable bo enable array pairs for use with SAM. You only need ko enable the array pairs once, and this can be done from either site,
hostdevz1
B hostevz1a Local Array [ Remote Array | Remote Array Manager [[takus [ Actions |
B hostdevaa RIV hostdevad NIV HostDevze Disafled Enable | Disable
B3 hostdevad (5 IV hostdevad XI¥ hostdevaa hostdev3a Enabled Enable | Disable

Figure 34. Array Managers — XIV system — Array Pairs tab
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Array Managers

Name | Status

v [ Ste Recovery for 9.151.162.86 (Local)

hostdev2c

Summary

[ 2 hostdevac | - -
5 hostdevas Devices for Enabled Array Pairs
2 hostdevad
. @ Site Recovery for 9.151.181,233 Local devices are shown here For each enabled array pair. Remote device information is only available when the remote site is connected,
3 hostdevals
2 hostdevia Devices for Array Pair: XI¥ HostDev2c - XIV hostdevZla joo Refresh
B hostdzvad Local A7y Manager: hestdevzc
Local Array: IV HostDev2e
Remote Array Manager: hostdev?1a
Remote Array: XIV hostdev21a
Errars: Mone:
Lacal Device | Direction # | Remate Device ‘ Datastore Protection Group Local Consistency Group |
) sra-enwi-Clusker_Mappi.. ¢ sta-envA-Cluster_Mapping... Remate: [snap-64a63G61-..  SRA Cluster Mapping Async Pra...
{3 new_cluster_mapping & new_cluster_mapping-mir Remote: [snap-15bFedch-...  rew cluster mapping protection. .
|[] Env E Large LUK ] Env E Large LUN-mir |
[0 sra-envB-sync_a-~_al... B sta-anvB-syne_a,-~_Alee...
{3 Uninitialized » Uninitialized-new-mir-nsw. .
0 new_locked B new_locked-mir Local: [snap-5ad22774-ne... new_locked PG

Figure 35. Array Managers — X1V system — Devices tab

For more detailed information about how to operate Site Recovery Manager and
perform complete DRP for your VMware server sites, refer to the relevant VMware
vCenter Site Recovery Manager documentation.

Snapshot creation principles

Snapshots are created when the following SRM operations are initiated: Test,
Recovery, and Reprotect.

summarizes the snapshot creation principles per SRM operation type.

Table 2. SRM operations and snapshot creation

VMware vCenter SRM
operation

Results Snapshot name format

Test

(a site-to-site failover
test is performed)

Snapshots of the target XIV volumes are sra_test_<volume name>_<time stamp>
created, unlocked for read-write, and then
mapped and used at the recovery site.

Note: These volume snapshots are unmapped
and deleted when the Cleanup operation is
initiated after the Test operation is concluded.

Recovery

(a site-to-site failover is
performed)

Snapshots of the target XIV volumes are sra_synced_<volume name>
created at the recovery site before these
volumes are opened for read-write operations.

Reprotect

(the previously
protected site becomes
the recovery site)

Snapshots of the original source XIV volumes |sra_synced_<volume name>
are created before these volumes can be used
as the mirroring target.

Note: When using consistency groups, the name of each consistency group
replaces the volume in the snapshot name. For more information about XIV
consistency groups, refer to the IBM XIV Storage System documentation.

To view the history log of these SRM operations, click Recovery Plans > History.
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YCENTERSGA - vSphere

File Edit Wiew Inventory Administration Plug-ins Help

(] ‘Q Home b &3 Solutions snd Applicstions b EZ Site Recovery b (3 VCENTERSGA ‘ﬁ 2| Search Invertory
[ Edit Recovery Plan ‘ et Oceanwg  @recovery  Dreprotect B Cancal

Recovery Plans

Name | Status

v [EF Al Recavery Plans

[ Isics \

EI pree Test Cleanup Recovery Repratect Cancel

[Last Manth MREEET M =l Update Export List
Plan Name | User | Cperation | Resul Date ~ | Duration | Actions |
‘CG Adrinistratar Reprotect Success 7i11§2012 5:31:26 PM 00:00:37 View | Export ‘
G Administrator Recavery Success 7/11/2012 5:26:25 PM 0m:02:51 View | Export
G Administrakor Reprotect Success 71112012 5:24:26 PM 00:00:46 View | Export
[s(] Adrinistrakar Recovery Success TH11f2012 5:17:08 PM 00:02:52 Vigw | Export
[al] Adrinistratar Cleanup Success 7i11§2012 5:16:25 PM 00:00:37 View | Export
G Administrator Test Success 7111/2012 5:11:26 PM 00:03:13 view | Export

B sites

|14 Array Managers

[J) Protection Groups

%} Recovery Plans

Recent Tasks

Mame, Target or Status contains: ~ Clear x

Narhe | Target | Status | Detalls | Initiated by | wCenter Server | Requested Start Ti... = | Start Time |Ca
§ Retrisve IEM Starage Information From YMware and Storage Arrays () WCENTERSGA @ Completed Admiristrator (5] WCENTERSGA 62012 1:35:29 PM 8i5/2012 1:35:23 PM 81
@ Retrieve IBM Storage Information from YMeare and Storage Arrays @ WCENTERSGA @ Completed Adrministrator @ YCENTERSGA 8iB/2012 1:30:29 PM BiB2012 1:30:2% PM g
@ Reconnect host E 151,162,184 & InProgress Adrministrator @ WCENTERSGA 8iB/2012 1:27:05 PM BiG{2012 1:27:05 PM

@ Retriewe IEM Storage Information from YMware and Storage Arrays @ WCENTERSGA @ Completed Adrministrator @ WCENTERSGA 8i8/2012 1:25:30 PM Bi8f2012 1:25:30 PM 81
9_‘1 Rescan YMFS H 2151162164 @ Anerror Administrator (&) YCENTERSGA 818/2012 12:15:59 PM 8/3[2012 12:16:00 PM 85;'

Figure 36. Recovery Plans — History tab
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Chapter 5. Best practices
This chapter summarizes recommended practices when using the IBM XIV SRA.

Consider the following recommendations for:

+ [XIV storage pool snapshot size|

+ [Naming convention|

+ |Volumes in a consistency group|

+ [Immediate log collection|

+ [Reversing replication roles|

XIV storage pool snapshot size

Consider allocating extra storage pool snapshot space for storage volumes.

As mentioned in [“Verifying the XIV mirroring configuration” on page 5, the
storage pools that contain the replicated volumes at both the protected and
recovery sites should have sufficient size for creating the volume snapshots.

The requirement is to allocate a minimum of 17 GB for each XIV volume, with
additional 17 GB as spare space.

As a best practice, if your volumes are working in a high write rate, consider
allocating larger storage pool space for snapshots.

Naming convention

Naming storage pools and volumes across different sites might need identical
names.

To avoid confusion and to attain a 100% duplicated recovery site, give identical
names to the storage pools and volumes at both the protected and recovery sites.

Volumes in a consistency group

If the volumes of a single datastore are not grouped together, datastore consistency
issues may arise.

To ensure datastore consistency in Recovery or Test operations, place all volumes
of a single datastore in one consistency group. For more information about XIV
consistency groups, refer to the IBM XIV Storage System documentation.

Immediate log collection

The SRA log information might be overwritten due to fast log filling and rotation.

To ensure that the full information is provided to IBM Support in case of a
technical issue, it is recommended to collect the SRA log immediately, as explained
in [“Checking the log file” on page 35
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Reversing replication roles

When mirroring is enabled, the master volume or consistency group is designated
as 'primary' and the slave volume or consistency group is designated as
'secondary’. If for any reason, the replication roles have been reversed, the IBM XIV
SRA may fail to identify the current replication state properly.

To avoid replication failure, use the following XCLI commands:
e mirror_list -x to check the current replication role designations

* mirror_change_destination to switch the volume or consistency group
replication roles

For full description of the relevant XCLI commands, refer to the IBM XIV Storage
System documentation.

34 IBM X1V Storage Replication Adapter



Chapter 6. Troubleshooting

This chapter can help you solve technical problems that you may encounter when
using the IBM XIV SRA.

If you encounter an error, refer to the following troubleshooting sections:
+ [“Checking the log file”|
+ [“Handling warning and error messages” on page 36|

Note: For up-to-date information about known issues and possible workarounds,
refer to the latest IBM XIV Storage Replication Adapter release notes.

Checking the log file

Events are recorded separately at each site in a log file (each site with its own log
file).

About this task

The IBM XIV SRA log file records events at the local site. When encountering an
issue and you are not sure whether the problem is at the local site or the remote
site, you can collect a log file from the local site as well as from the remote site.
These two log files may provide helpful information.

Note:

* It is recommended to always attach the log files when opening a new support
request. In most cases you will be requested to provide the log file so that the
support team could have more detailed information about the technical problem
you encountered.

* Upon any technical issue that you might encounter, try to collect the SRA log
immediately or as fast as possible, as it might be overwritten due to rapid log
file filling and rotation.

Perform the following procedure to retrieve the SRA log together with other SRM
logs at a given site (local or remote).

Procedure

1. From the vSphere Client Home page, go to Solutions and Application > Site
Recovery > Sites.

2. Right-click on the local site name and then click Export System Logs.
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Marme

| Skatus

| Site Recovery for 9,151, 162,585 (Local)

Site Recovery for 9

Getking Started

Site Recovery For 9.151,161,233

Configure Connection, .,
Break Connection

| Export Syskem Logs. .. h ]

Advanced Settings. .,

Figure 37. Clicking Export System Logs

3. Click Browse to set the directory to which you want to export the log file, and

then click OK.

Note: When a volume mapping operation fails (for example, when the specified
FC ports do not belong to any XIV host), the Test or Failover operations fail.

However, SRM does not display a proper message, so the SRA log file can provide
indication regarding the mapping failure.

Handling warning and error messages

36

The following tables summarize the different possible warnings or errors you
might encounter when working with the IBM XIV SRA.

lists the warning messages, and [Table 4 on page 37| lists the error messages.
Table 3. IBM XIV SRA warning messages

Warning code
number

Warning text

Recommended action

500

The replication process for this
device is already in progress.

No further action is required.

2001

No access groups were provided
during the Failover Test operation.
Snapshots were created but could
not be mapped.

Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.

2002

Snapshot space in the storage pool
may exceed its limit if snapshots
are created for the requested
groups or devices.

Extend the snapshot size for the
pool, or delete old snapshots.

2003

Could not find hosts on the
storage system that matches the
provided initiators.

Verify that your ESX/ESXi hosts
are defined in the storage arrays.

2004

The mapping operation has failed.

Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.
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Table 4. IBM XIV SRA error messages

Error code

number Error text How to resolve

100 Command is not supported. An Open a support request and
internal error has occurred. receive specific guidance from the

support team. In your request,
attach the relevant log file or files.

101 Locale is not supported. An Change to English locale or open
internal error has occurred. a support request and receive

specific guidance from the support
team.

1001 Failed to connect. Make sure that the IP address or
hostname is correct, and verify
your user credentials.

1002 Already in Test state. Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.

1003 The snapshot for this storage Check the SRA log file, request

device was not found. assistance from your storage
administrator, or open a support
request.

1004 Removal of mapping for this Check the SRA log file, request
device has failed. assistance from your storage

administrator, or open a support
request.

1005 The secondary volume or Wait for the initialization or
consistency group is not in synchronization to complete, and
consistency state. then retry the operation.

1006 Failover operation could not be Check the SRA log file, request
performed for this device. assistance from your storage

administrator, or open a support
request

1007 The device could not be verified |Check the SRA log file, request
for a failover operation. assistance from your storage

administrator, or open a support
request.

1008 The mapping removal and Check the SRA log file, request
snapshot deletion operations could | assistance from your storage
not be performed. administrator, or open a support

request.

1009 Could not find the remote Check the SRA log file, request
mirroring definition for the assistance from your storage
storage device. administrator, or open a support

request.

1010 The restore replication operation Check the SRA log file, request
has failed. assistance from your storage

administrator, or open a support
request.

1011 The reverse replication operation |Check the SRA log file, request
has failed. assistance from your storage

administrator, or open a support
request.
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Table 4. IBM XIV SRA error messages (continued)

Error code
number

Error text

How to resolve

1012

Could not establish an immediate
synchronization.

Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.

1013

There is insufficient space
allocated in the storage pool for
creating new snapshots for this
device.

Extend the storage pool, or delete
old snapshots.

1014

The operation has failed.

Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.

1015

SRA internal error has occurred.

Open a support request and
provide the information detailed
in the log file.

1016

The failover preparation operation
has failed.

Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.

1017

There is no mirror connectivity
between the protected site and the
recovery site.

Request assistance from your
storage administrator.

1018

Failed to create snapshot for the
storage device.

Check the SRA log file, contact
your storage administrator, or
open a support request.

1019

Already in Failover state.

Check the SRA log file, request
assistance from your storage
administrator, or open a support
request.

1020

There are no target mirroring
connections for this storage
device.

Make sure that the mirroring
connectivity for your recovery
storage device is properly set. For
assistance, contact your storage
administrator.

1021

Unsupported XIV microcode
version has been detected.

Make sure that the microcode
version of the XIV storage array
that you are trying to connect is
supported. For more information,
refer to the release notes.

1022

Insufficient user privileges.

Make sure that the user account
you are using has the required
privileges.

1023

Mirroring error: inactive
mirroring.

Check the SRA log file or use the
XIV management GUI to find the
cause of this error.
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Notices

These legal notices pertain to IBM Storage Host Software Solutions product
documentation.

This information was developed for products and services offered in the U.S.A.
This material may be available from IBM in other languages. However, you may be
required to own a copy of the product or product version in that language in order
to access it.

IBM may not offer the products, services, or features discussed in this document in
other countries. Consult your local IBM representative for information on the
products and services currently available in your area. Any reference to an IBM
product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product,
program, or service that does not infringe any IBM intellectual property right may
be used instead. However, it is the user's responsibility to evaluate and verify the
operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not grant you
any license to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte character set (DBCS) information,
contact the IBM Intellectual Property Department in your country or send
inquiries, in writing, to:

Intellectual Property Licensing

Legal and Intellectual Property Law
IBM Japan Ltd.

19-21, Nihonbashi-Hakozakicho, Chuo-ku
Tokyo 103-8510, Japan

The following paragraph does not apply to the United Kingdom or any other
country where such provisions are inconsistent with local law:
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS
PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER
EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS
FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of express or
implied warranties in certain transactions, therefore, this statement may not apply
to you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
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incorporated in new editions of the publication. IBM may make improvements
and/or changes in the product(s) and/or the program(s) described in this
publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for
convenience only and do not in any manner serve as an endorsement of those Web
sites. The materials at those Web sites are not part of the materials for this IBM
product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it
believes appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose
of enabling: (i) the exchange of information between independently created
programs and other programs (including this one) and (ii) the mutual use of the
information which has been exchanged, should contact:

IBM Corporation

Attn:  Office of Legal Counsel
650 Harry Road

San Jose, CA 95120-6099
U.S.A.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The licensed program described in this document and all licensed material
available for it are provided by IBM under terms of the IBM Customer Agreement,
IBM International Program License Agreement or any equivalent agreement
between us.

Any performance data contained herein was determined in a controlled
environment. Therefore, the results obtained in other operating environments may
vary significantly. Some measurements may have been made on development-level
systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurements may have been
estimated through extrapolation. Actual results may vary. Users of this document
should verify the applicable data for their specific environment.

Information concerning non-IBM products was obtained from the suppliers of
those products, their published announcements or other publicly available sources.
IBM has not tested those products and cannot confirm the accuracy of
performance, compatibility or any other claims related to non-IBM products.
Questions on the capabilities of non-IBM products should be addressed to the
suppliers of those products.

All statements regarding IBM's future direction or intent are subject to change or
withdrawal without notice, and represent goals and objectives only.

This information contains examples of data and reports used in daily business
operations. To illustrate them as completely as possible, the examples include the
names of individuals, companies, brands, and products. All of these names are
fictitious and any similarity to the names and addresses used by an actual business
enterprise is entirely coincidental.
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Trademarks

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of the
International Business Machines Corp., registered in many jurisdictions worldwide.
Other product and service names might be trademarks of IBM or other companies.
A current list of IBM trademarks is available on the |[Copyright and trademark|
Iinformation website| (www.ibm.com/legal /us/en/copytrade.shtml).

VMware, ESX, ESXi, vSphere, vCenter, and Site Recovery Manager are trademarks
or registered trademarks of VMware Corporation in the United States, other
countries, or both.

Other product and service names might be trademarks of IBM or other companies.
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